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SVM Problem 1 

• Demonstrate that the RBF, polynomial, and tanh 
kernels satisfy 

𝑘𝑘 𝒙𝒙,𝒙𝒙′ = 𝑘𝑘(𝑄𝑄𝒙𝒙,𝑄𝑄𝒙𝒙′) 
• For a matrix 𝑄𝑄 that is unitary, i.e., 𝑄𝑄−1 = 𝑄𝑄𝑇𝑇 

 
• Does this property hold for the following kernel? 

𝑘𝑘 𝒙𝒙,𝒙𝒙′ = 𝒙𝒙𝑇𝑇𝐴𝐴𝒙𝒙′ 
• where 𝐴𝐴 is a symmetric and positive semidefinite matrix 
• EC: prove that this is a valid kernel 
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SVM Problem 2 

• Show that Mercer kernels satisfy the Cauchy-
Schwarz inequality 

𝑘𝑘 𝒙𝒙,𝒙𝒙′ 𝑘𝑘 𝒙𝒙′,𝒙𝒙 ≤ 𝑘𝑘 𝒙𝒙,𝒙𝒙 𝑘𝑘 𝒙𝒙′,𝒙𝒙′  
 
Hint: use the determinant of a 2 × 2 Gram matrix 
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WTA Problem 1 

• Consider a winner-take-all network with 5 neurons, 
the function of each neuron is defined as

 𝑦𝑦𝑖𝑖 𝑡𝑡 + 1 = 𝜑𝜑 𝑆𝑆 − 1 𝑦𝑦𝑖𝑖 𝑡𝑡 − ∑ 𝑦𝑦𝑗𝑗 𝑡𝑡𝑗𝑗≠𝑖𝑖  

• where S is the number of neurons, and 

𝜑𝜑 𝑥𝑥 = �
0, 𝑥𝑥 ≤ 0        
𝑥𝑥, 0 < 𝑥𝑥 ≤ 1
1, 1 < 𝑥𝑥        

 

• Find the network output at time steps 1, 2, and ∞ 
• For the input 𝒚𝒚(0) = 1.0, 0.9, 0.0, 0.1, 0.5 𝑇𝑇 
• For the input 𝒚𝒚(0) = 0.2, 0.1, 0.0, 0.1, 0.2 𝑇𝑇 
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WTA Problem 2 

• Consider a winner-take-all network with 5 neurons, 
the function of each neuron is defined as
 𝑦𝑦𝑖𝑖 𝑡𝑡 + 1 = 𝜑𝜑 𝑎𝑎𝑦𝑦𝑖𝑖 𝑡𝑡 − 𝑏𝑏 ∑ 𝑦𝑦𝑗𝑗 𝑡𝑡𝑗𝑗≠𝑖𝑖  

• where 𝜑𝜑 𝑥𝑥 = �
0, 𝑥𝑥 ≤ 0        
𝑥𝑥, 0 < 𝑥𝑥 ≤ 1
1, 1 < 𝑥𝑥        

 

• Find values or ranges of 𝑎𝑎 and 𝑏𝑏 such that 
• 𝑦𝑦𝑖𝑖 ∞ = 1 for the maximum 𝑦𝑦𝑖𝑖 0  
• 𝑦𝑦𝑖𝑖 ∞ = 0 for all other 𝑦𝑦𝑖𝑖 0  
• When 0 ≤ 𝑦𝑦𝑖𝑖 0 ≤ 1 for all 𝑖𝑖 
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