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CSE 5526: Introduction to 
Neural Networks 

 
Instructor: Michael Mandel 
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What is this course about? 

• Artificial intelligence in the broad sense 
• in particular, learning 

• Neurally-inspired algorithms that learn from data 
• The human brain and its amazing abilities 

• e.g. vision, hearing, movement 
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Course Aims 

• Understand the structure and uses of important 
neural network models 

• Understand and implement their learning algorithms 
• Use neural networks to solve learning problems 
• Build foundation for taking other specialty courses 

on neural networks and related techniques 
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What is a neural network? 

• Neural network: a collection of (biological) neurons 
that communicate with one another 

• Artificial neuron: a model of the way that biological 
neurons communicate and compute 
• Range from very crude (McCulloch-Pitts) 
• To very sophisticated (Hodgkin-Huxley) 

• Artificial neural network: a learning machine 
composed of artificial neurons 
• We will mainly use them as generic learners with crude 

neural models 
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Why are artificial neural networks useful? 

• They can approximate any function 
• They generalize well to new (similar) data 
• They learn from examples (less hand-coding)  
• They can learn from lots of data (efficient training) 
• Once trained, they are efficient to evaluate 

• And their parameters don’t take up much memory 
• They are well suited to (massive) parallelization 
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How are ANNs used in practice? 

• Visual object recognition 
• Automatic speech recognition 
• Handwritten digit recognition 
• Language models for machine translation 
• Time series modeling and prediction 
• Document classification and retrieval 
• Compression and denoising 
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Recent news… 
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Syllabus 

• Intro, McCulloch-Pitts networks, perceptrons 
• Regression & least mean square algorithm 
• Multilayer perceptrons & backpropagation 
• Radial basis function networks 
• Support vector machines 
• Unsupervised learning and self-organization 
• Hopfield networks 
• Stochastic methods & Boltzmann machines 
• Deep neural networks 
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Instructor: Dr Michael Mandel 

• Research scientist in CSE since 2012 
• Office hours: Mon&Thurs 11-12 in Dreese 258 
• Studies “machine listening” 

• Noise robust speech recognition, noise suppression 
• Music classification and source separation 

• Has used neural networks in many research projects 
• Automatically describing music 
• Recognizing and isolating speech in noise 

• Postdoc in deep learning at University of Montreal 
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Human brain 

Credit: Nucleus Medical Art, Inc./Getty Images 
http://www.dana.org/News/Details.aspx?id=43515 
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Brain versus computer 

Brain 
•   
•   
•   
•   
•   
 

 

Computer 
•   
•   
•   
•   
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A single neuron 

• Cell body (~50µm) 
• Initiates action potential 

• Axon (0.2-20µm) 
• Transmits signal to up to 1000 

other neurons 
• Insulated by myelin sheath 
• Up to 1m long 

• Synapse: junction btw neurons 
• Dendrites: receive signals 
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Real neurons, real synapses 

• Properties 
• Action potential (impulse) generation 
• Impulse propagation 
• Synaptic transmission & plasticity 
• Spatial summation 

• Terminology 
• Neurons – units – nodes 
• Synapses – connections – architecture 
• Synaptic weight – connection strength (either positive or 

negative) 
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Model of a single neuron 
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Neuronal model 
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Another way of including bias 

Set x0 = +1 and wk0 = bk 
 
So we have ∑
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McCulloch-Pitts model 
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McCulloch-Pitts model (cont.) 

• Example logic gates (see blackboard) 
 

• McCulloch-Pitts networks (introduced in 1943) 
• Can implement any finite state machine 
• Can compute any logic (Boolean) function 
• Can recognize any regular sequence 
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Network architecture 

• View an NN as a directed graph (its architecture) 
• Feedforward nets: loop-free graph 
• Recurrent nets: loopy graph 
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Feedforward net 

• Describe architecture by 
number of nodes in each 
layer: e.g., 10-4-2 

• And by number of layers 
(not counting input) 

• So 10-4-2 counts as a 
two-layer net 
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An example recurrent net 

• Example architecture 
• 2 Input units 
• 4 Hidden units 
• 2 Outputs 
• Feedback from previous 

hidden unit values 
• Sufficient for most 

purposes 
• Difficult to train 
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Network components 

• Three components characterize a neural net 
• Architecture 
• Activation function 
• Learning rule (algorithm) 
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